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Abstract—In this paper we describe how participants in a [7], p.223. Any statement has to signal understanding of the
conversation understand each other by recognizing in each preceding statements and prepare the floor for the next in order
others’ statements episodes of their own experience. We observet0 establish coherence. This means that “each sentence [...]

that due to the underspecification of propositions the congruence t tai direct indirect indicati o h it
with a participant’s own views is overestimated. We demonstrate must contain some direct or indirect indicaton as to how |

that this bias enables speakers to come to a mutual agreement onfits into the stream of talk”, see [8], p.119. Two minds have to
a blended concept which combines elements — but lives outsidecollaborate in order to “make progress” on the subject of their

of the speakers’ individual information sets. B discussion. In the IAM this process occurs with a minimal
Index Terms—mutual adaptation; cooperative cognition; amount of modeling what others know
blending The formulation of the IAM provoked a prolific discussion
. INTRODUCTION on the role of alignment and the proposed underlying priming

When people communicate, they rely on conventions m_echanlsm that creates it. For the purpose of this paper we

order to understand and produce meaning. Meaning is Cc\)/\H_sh to retain the following idea: the understanding of an

structed in the mind of the listener using language as i%’cerance depends on the relation of the proposition with the

input from which conceptual representations are formed. Thesec 1Sr'S own representation of the situation (i.e. his or her

linguistic inputs typically under—specify the concepts intendesc'jtuat'on model [9]). If the models are aligned the information

by the speaker and rely on the listener's ability to contribug more easily accessible for the listener. However, as we shall

the context needed to make a correct inference. In ratio éﬁmonstrate, dialogue can still be successful if the speaker

ieracion models e speakerand seneraply (and expglf 5T e e sy eovesenatens
a common logic, ocooperative principlgl] to organize their discyourse which gives rise to a new representation for both
speech acts. o

The principle has been spelled out into four conversatior%{?‘gfr;si?stz;{ions are an example of a more general class
maxims, the maxim of quality (truthfulness), quantity (in- - . i . . L
formativeness), relevance and manner (conciseness). Mutt%falmtﬁ.racuons n tWh'Ch Ip arttlfr;pants op?ratei lsymblottlcallyi
agreement on the maxims allow the speaker and Iistenerc%)sscer'g\ai ar(?k;ﬁa?nesr [gg]a irticie a%rtzurﬂzl;vﬁo.t meoln rf?)ﬁov:
enrich an utterance by so—call@dplicatureswhich suggest hers but Eonstantl de'ci[()je wr?ether to adopt or poy ose a
an extension or modification of meaning beyond the Iitergf . y ae . pt pp
interpretation, such as i81: “Will he come?” S2: “His car gIven Vview. They coordinate in a way to av_0|d complete
broke down which is decodable bgl into “He won't” alignment as this would compromise the “give—and-take”
by assuming thaS2 did not choose the answer if it Wasnature of their symbiotic arrangement. As a consequence, the

irrelevant. Also, S2 supposes thaS1 has the background convergence mechanism in this type of interaction is more

information that if cars brake down, people frequently dg\tncate than the one obtained when applying rules such as

not manage to keep appointments. This is referred to as ?jveeragmg—among—nelghbors [11]. When agents have to agree

common ground2], [3]. The interactive alignment model o disagree, it is not clear what the final arrangement will be.

(IAM) [4] emphasizes the importance of tacit coordination anltﬁ1 [12], a problem of distributing agents over a set of different

implicit common ground. According to the model, groundin nek?ﬁ\:ivlnaval_uiﬂzﬂttzfacoenr:?lgx C?]ré\ll:;?er:ﬁ garffr?]g]o\x]ho'gg
occurs automatically and the speakers’ particular choices (i. ' Ssig gents 1s u unt '9

which information to foreground) lead to an alignment of thel? thetlva_luets l;sl_tre;lche: by 3” agentsd s_|mu|tet1neous]!y. Mdorle
(mental) representations, recently, instability has been discovered in systems of models

Following a long tradition [5], conversation analysts studgat attempt to stabilize eagh other through adaptg tion [1.3]’
the way an interaction order [6] is established in practic ,4]' In summary, new a<_japt|ve rules haye to be _dew_sed which
in particular how people take turns at talk, how they de&'Sure that agemselectlvelyexcha_nge information n suc_h
with overlaps and interruptions and how the sequence fyvay as to forr_n a meanm_gful (in fact, conversatlon—llke)
utterances (and more general [speech] actions) is organiz%%quence' We will refer to this problem as mutual adaptation.
_Conver;ation analysis argues that the “...m_eaning of an _acti(_)n Il. EROM PERCEPTION TO CONCEPT FORMATION IN

is heavily shaped by the sequence of actions from which it DIALOGUE

emerges, and that the social context is dynamically create

[..] through the sequential organization of interaction” qn this paper, we view conversations from a social influence

S . .
?[5] perspective. We argue that the pressure towards alignment
°E-mail: matthias.feiler@uzh.ch (if any) originates in the participants’ desire belongto the



conversation process and conform (to some extent) with tbeurse of the conversation to find greater agreement and at
“rules” of that process. The very fact of initiating an exnga the same time stick to their basic building blocks for mental
of ideas deemed relevant by the participants establish@s-anrepresentations (actually speakers are constrained by)the
group of people sharing those ideas. Participants are ready mixing of concepts occurs, in the sense that squares and
adjust their own views in order to even out possible diffeemn circles cross paths at points where a disagreement is being
with in—group members. resolved. We regard this situation to be naturally condzitiv

The effect may be thought of as a variant of the foot—ineonceptual blending [21] as participants are in essendegtry
the—door technique [16] in that a lock—in occurs after the fit a square into a circle (and vice versa).
first successful encounter. Utterances that are perceised aThe interesting point to note is that both speakers cortgibu
relevant and congruent with one’s own views are thought to the formation of the blend without giving up their respest
belong to “like—minded” speakers. An anchoring effect [1#hental frames. This construction is possible because of a
occurs because the lablédte—mindedbelongs to thespeaker perceptual similarity experienced by the speakers. As 2j, [2
and not to the utterance produced. The initial perception pérceptions aréuned(i.e. adapted) to meet the demands of a
likeness creates a bond between speaker and listener tihat Isaccessful conversation. At the same time, a new, integjrate
parties seek to retain even as further details (coming upes mental space emerges at the discourse level, which —at some
conversation develops) may reveal a disagreement in beliepoint— will be recognized by the participants as an independ

Once speaker and listener have established a relation gofucture having a meaning of its own. In our view, this
like—mindedness) expectations on the content and attitusleint corresponds to thereative momentvitnessed by the
expressed in future statements are formed. If these expec@nversation partners (often simultaneously).
tions are not fulfilled, the participants experience cadgait
dissonance, a discomfort caused by the inconsistency of the
expected vs. realized continuation of the dialogue. At this In our model with two participants, turn—taking is organize
point one might ask what strategies are available to resolag a simple alternating sequence, i.e. a participant’srattt
this tension? We argue that the interlocutors will adaptesons followed by a response of the other participant which
positions if they are accessible [18] from their respectivagain triggers a statement etc. The conversation begirts wit
backgrounds. a statement that triggers the interest of a listener. By weat

In order to clarify the idea let us identify linguistic unitsmean that the listener perceives the statement as a fragment
with points in the two-dimensional plane as in [19]. Thef a larger, “bigger picture” to which he or she relates. Afte
units are assembled by the beholder to form a holistic pctuhe first interaction both speaker and listener have an idea o
corresponding to the conceptual representation of theosgnsthe scope of the conversation. The scope constrains the set
inputs received. In other words, the mind relates to inpats of eligible linguistic expressions used for describing ogpts
terms of an aggregate structure which becomes meaninghat lie in the domain of interest. We assume that both pestne
through its globakhape This is the viewpoint developed byhave access to the same (finite) set of expressions and state
Gestalt psychologists who also established the basiciptasc our objective as follows:
governing the assembly of shapes [20]. In this paper weStatement of the objectivket S be a finite set of linguistic
assume that the conversation partners differ in the way theyits available to both speakers. The speakers differ iir the
“connect the dots” received in an speech event. For sintpliciassessment which of the available units are constitutivhef
we assume that speaker 1 isaUARE-thinker, meaning that concept under discussion. They access subsefs iof order
he or she tends to mentally group individual points into th® build mental representations of the concept. The sets of
shapeof a square and speaker 2 iscarCLE-thinker. We subsets used by the two speakers are different. The olgectiv
will refer to these two primitive shapes as the backgrounsl to arrive at a mutual agreement on the definition of the
frames, a kind of knowledge base used in conversationsdancept by combining subsets 6f
order toaccessthe conceptual propositions presented by the o
other speaker. A. Description

Coming back to the question of how to resolve dissonantAs indicated above, we identify concepts with two—
(i.e. unexpected) propositions we assume that the corti@rsadimensional geometric objects which are composed of simple
partners activate their respective shape repertoire ieradi@ building blockswhich, in turn, are constituted frorpoints
try and accommodate the new situation created by an off-kegrresponding to linguistic units. We assume that the first
statement. The circle thinker will adjust his or her view bgpeaker represents world concepts usngARESof all sizes
“putting a circle around incongruent dots” thereby finding and the second speaker usercLES of all sizes. While these
new composition of primitive shapes that restores the leva@apes correspond to the mental representations (cotestruc
of agreement initially observed with the other speaker. Pfitbom building blocks), only points are disclosed during a
differently, in a circle—world conceptual representasicere conversation. For example, if the second speaker describes
adapted by adding or subtracting circles (of varying size) & circle he or she will disclose a number of points along
existing ones. The same holds true for the square thinkbe circumference. Any fellowcIRCLE-thinker would see a
(speaker 1). If both speakers adapt their positions dutieg tcircle but our assumed conversation partner will see elésnen

IIl. THE CONVERSATION MODEL



of an “outer” SQUARE in which the circle is embedded. This
of course simply means that utterances do not fully specify 1K
concepts but rely on the ability of listeners to “fill the gaps
Our model proposes three steps towards mutual understandin
Step 1: Comprehensioif.the SQUARE in the above exam- i
ple is confronted with points obtained from a circle he or §
she will continue to believe in the square until substantial 3
counter—evidence (in a sense defined more precisely below) N
is presented. As long as the listener erroneously beliaves i
the wrong shape he over-estimates the agreement with the N
speaker. Once too many inconsistent statements are rdceive }
the SQUARE adopts some of the opposite views. €2
We assume that the recognition of differences proceeds in 1
the same way as the perception of agreement. As long as the
differing positions are scattered randomly in the plang/ the&ig. 1. Geometry of the representatiofis and é2 of the blended concept
will be seen as outliers and overlooked. When differences
accumulate around certain points they will be recognized as

larger units. Listeners “package” the affected pointsébgr  part 3. production. In our model, the production of ut-

assigning astructure to the area of disagreement. This iferances corresponds to sampling from a participant'seotrr
the point where the evidence against an initial represemtat yqna| representation of the concept under discussiomtoi
(e.g. a simple square) is "substantial’. Acting on the Gesta, e yrawn frominterestingareas of the shape that is under
principle of closure [23] a shape is assigned to the aréamgaki,,nsiryction in the minds of the interlocutors. If positaare
it accessible to inclusion or_exclusmn from the I'Stf*”‘?r’ﬁdapted the corresponding speaker will signal his “charige o
mental model. In our gepmetnc analogy the I|stener_ ywll finghing” by sampling primarily from areas containing updated
the smallest square which covers all unequal positions aggsiiions. Signaling is critical as it precludes the sirmntious
add or subtract it from the existing model. The same holds fQg;,siment of positions by both parties which would result i
representations consisting of circles. an oscillation between opposite stances.

Step 2: AdaptationThe central element of our model is that Our turn—taking schedule ensures that the role of speaker

participants seek to retain their initial agreement leware argd listener is always well-defined. If listeners incorpera

as eV|den.ce o_frhd|sagr:eement beco;ne;s _clear.|_n cours((je Ogé?‘%itions of the speaker and signal this during the next, turn
conversatlo,n. €y change some o their positions and adgpt partners are able to make progress on the subject of their
th_e partners stance_m an a_lttempt tp keep th? Cc’nversat):oi?‘uversation. As a result, the areas in which adjustmemts ar
ﬁ!'ve' Tr:]e partr_u_—:tr mlzcro”rs t_h|s beha\?or andzidJL:Sts_ SO_Ir_?]e R cessary will eventually become smaller as the scope of the

IS or her pos!tlons oflowing "’.I.t't or tat [ ] ogic. Theqqnversation is being exhausted. An equilibrium is reached
par‘uu_pants wqgh the cost of giving up positions agaihst t;¢ a minimum block size for representing the agreement is
be'r;\efl:jof CQS “gu.mg tthe ci)n\iﬁrsatlg_n. ¢ ‘ ; reached by both participants. In other words, no furtheasre

S es;:rl € w;} _seph_ h he adjustments - occur r(;n disagreement may be covered (and, hence, adapted) by

position of strength in which the conversation partnersisoc o, e building blocks. As no further areas of disagreein

on the confirmations received by the other speaker. Instead,p, discernable, the participants have reached the maximal

reacting to every single contradicting input listeners pim agreement possible within the (finite) resolution of theime
ignore them until a sufficiently large number accumulateEﬁned cognitive abilities

which will be treated as a unit. From an information proaegsi
perspective this dramatically reduces the number of datssi
necessary in the negotiation of understanding. Adjustse
are made in a step—wise fashion whenever the current modeélVe assume that our conversation takes place in seme
cannot be sustained. The cost of adjusting is further retluatimensional space where each dimension corresponds to a
as speakers only take “native steps”, i.e. they add or stibtringuistic unit. Concepts are represented as vectors R"
shapes belonging to their natural vocabulary of mentatingl whose elements correspond to the weight (importance) of
blocks. This means that they do not fully adjust the way theswery linguistic unit in the definition of the concept. Speak

think about a proposed concept but they meretgrnalize and 2 “live” in subspaces;, So C R™ of substantially lower
those aspects that can be expressed by their own nathmmensions.P,x € S; is the projection of a point € R™ on
language. Even as positions are adjusted the speakerawentthe subspac$; corresponding to the aspectsmothat speaker

to operate under the hypothesis of “being understood” lhis able to comprehend. Also, the linguistic output of speak
their respective contexts (squares or circles). In summhey 1 will be constrained taS;. If S; and S, are orthogonal,
adaptation of views proceedsibtractivelystarting from an speaker 1 and 2 are unable to communicat&a3 x = 0 for
initially (coarse—grained) perceived match of positions. any descriptionP;x of x by speaker 1.

I%. Formalization
n



In general, we assume th&P;z # 0 for i # j andx # 0.
Given two representationg € S; and¢&; € Ss there exists T
(at least one)} € R™ such thatPix = & and Pox = &. We
will refer to z as a blend achieved through conversation, or
conversational blend if the following conditions hold:

perceived and actual agreement

Definition: z is a conversational blend if speaker 1

— — —speaker 2

e |lz|]1 =1, and
.P,L-x:@forfieSi 1=1,2.

The first condition states that the weights are distributed
overz such that the sum of weights equals 1. This may be re-
alized by counting the occurrence of any specific linguigtiit
relative to the total number of units employed by a speaker. speaker 1
The second condition relates to its mental representations e
&1,& by speaker 1 and 2.

At start of the conversation, both speakers (erroneously) --.on points labeled +1
believe that the topic under discussion is exactly what they 0.6
think it is, i.e.z; = & fori =1, 2. It is clear that they cannot ~
come to a mutual agreement sinBer; # &;, j # i unless the ol
two subspaces coincide. The speakers gradually realize tha 0.2
the topicz; and their idea (mental representation) of the topic ’_’J_ﬁ e
&; are different. They will search for a new pdit;, &;) until % 2 4 6 8
the above blending conditions are met. The interestingtpoin time
to note is that the equilibrium™ = =z} = 25 will necessarily
e outside(t least ane of) the subspaces ging rise o 1, Kiouter o 6 SUeeT e, ATeng onirsnin B e
defining property ofz as a blend. Also, at least one of th%ﬁints. The shaded argas corlgespond togtoeind trut¥1whi|e the lines regport
vectors¢; will have a norm less than one. This means that the agreement level as perceived by the participants.
no longer defines a distribution over linguistic units. Redg
the length of¢; is equivalent to acknowledging thatcannot
be modeled as a distribution over a speaker’s own linguistic
repertoire. Some aspects lie beyond his or her mental grasp.

It is precisely this concession of incompleteness that lesab  \ye yse computer simulations to illustrate how conversa-
speakers to arrive at an agreement on the blended conceptjda) interactions occur in our model. The aim is to demon-

the same timeg; remains in the subspact since linguistic  gyrate that blends occur naturally if the assumptions of our
units are added or subtracted in packages of native buildigg,qe| are satisfied. Real-life examples include board—room
blocks. discussions where blends may be a way of settling difference
The equilibrium condition is depicted in figure (1) for thén consensus decisions. Another source of empirical datag(t
case ofn = 2 linguistic units. In practicer will be very large used in future studies) may be found in online (weblog) con-
and every utterance corresponds to a sample drawn from {egsations where the cooperative principle is often negtec
low—dimensional subspacg;  R™ of building blocks (sets due to the absence of the coordination mechanisms available
of linguistic units) accessible to a speaker. As more andemdn classic conversations. If disconnected messages aggysim
samples are disclosed speakers gradually become awargugfaposed the reader will either have to filter out or blend
the location of concept; relative tox, giving rise to the parts of the messages in order to resolve the inconsistency.
adaptation of;, i = 1, 2. Speech eventsn our simulation, utterances correspond to
Comment:In the formal definition above we assumed thgtoints drawn randomly (with replacement) from a grid that
the “scope” of the conversation is known to both speakeis assumed to be common to both speakers. The points are
as the set of linguistic units available for describing valg labeled -1 and—1) indicating whether or not they are part of
concepts. This enables us to define the norm relative to tie two—dimensional object under discussion. The disciissa
same set linguistic units and, in particular, to displayhbodiffer in their respective labeling of grid points. Durinbet
speakers in the same figure (1). In practice, every spealler wburse of the conversation some of the labels are updated
have his or her own (finite) collection of relevant linguistiin an effort to sustain mutual understanding. Speech events
units. This does not defy the above arguments but simpye governed by a stochastic Bernoulli process in which the
means that some dimensionsRif are used by one but not thesuccess probabilities alternate from a high to a low value
other speaker thereby constraining the correspondingegltam according to a simple turn—taking schedule as in [25]. The
in £ to zero. high value passes from one patrticipant to the other such that

IV. SIMULATION



Fig. 3. (From left to right:) Input 1 (square frame), Inputring) and blended space (mix). Points belonging to the okjee labeled+1 and marked as
bright dots and non—members are labeletl corresponding to dark dots in the 2-D projection below thgadb In the blend, an agreement on members and
non—members has been achieved among the conversatioerpartn

the roles of speaker and listener are well-defined at evengset of the discussion. With every utterance produced by
instant of time. the other speaker his or hactual positions become evident.
ClassificationOur model participants recognize and proces&/hen assessing the agreement level, our participants meeasu
points in packages of larger units corresponding to the ésamby subtractioni.e. they retain their own representation as a
used in the mental representation of incoming information. reference and subtract incongruent statements receioed fr
our computer implementation each speaker is endowed witlth& other. Figure (2) displays the bias towards higher pezde
maximum margin classifier [26] which employs the respectiggreement levels resulting from this operation. The agesgm
native building blocks as a decision boundary. The blocks devel in our simulation is defined as the number of matching
combined to obtain a map of the agreement and disagreeméalpeels over the total number of grid points within the scope.
(on labels). Whenever a majority of points within a blockVe report the agreement on both member (positive labels) and
contradicts a speakers’s own positions he or she willdlip non-member points (negative labels).
positions within the block. The majority rule is critical as Whenever a disagreement accumulates at a certain point
it guarantees that the total number of agreed points in themay be captured by one of the speakers who will flip
conversation does not decrease. his or her positions in an attempt to restore the original
At every turn, speakers attempt to resolve differences. \Werceived agreement level. This gives rise to the “hockey-
assume that the block size (diameter of the square or circiick” recovery observed in the evolution of agreement in
may be reduced until the majority condition is met. Alsdigure (2). The process of resolving differences continues
after converting positions within an appropriately sizéock, €ven after all positions have been disclosed. The partitia
participants disclose their new stance by using the poiri&fget agreement level enchoredat the initial perception of
with updated labels as part of their next utterance. It iscle(almost) perfect agreement.
that these assumptions may not always hold in practice. OrFigure (4) displays the resulting compromise after many
the other hand, the algorithm mimics a natural tendency ehcounters. Participants have in— and excluded pointsdo an
conversations to develop focus (areas) over time. If thisi$o from their original member sets in packages corresponding
is on differing positions the pressure for one of the sides t@ circles and squares. We assume a minimum package size
adjust increases. The (uninteresting) case excluded fram &hich means that the member sets of the two speakers cannot
analysis is that initially compatible conversations mayet‘g be fully aligned. An equilibrium is reached once this minimu
stuck” at details if none of the parties moves. size is attained, i.e. packages cannot be further reduced to
Conversational flowThe scope of the conversation is deensure the majority condition (as defined above). Due to
fined by the first batch of samples drawn by a speaker frdfte stochastic nature of the sampling process the equilibri
a bounded region of an (infinite) two—dimensional grid. ARutcome, i.e. the final shape achieved through blendingtis n
second speaker engages if the samples lie within his or H&own a priori. Figure (3) displays one such outcome.
region of interest. At this point two objects appear in the
minds of the speakers and both think their own representatio
is what the other speaker means. Figure 3 (left) displaysWe argue that adaptive procedures towards mutual un-
two such objects (a ring and a square frame) present at therstanding in conversations are driven by the particgant

V. CONCLUSION
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Fig. 4. Mental representation of the blended object by sgreak(left) and 2 (right). Every circle (square) correspotmsn area of previous disagreement
which has been identified and updated asynchronously bydheecsation partners.

effort to restore the agreement level perceived at the ong@l A.Jadbabaie, J. Lin, and A. S. Morse, “Coordination afugps of mobile

of the conversation. We demonstrate how conceptual blends autonomous agents using nearest neighbor rulE&E Transactions on
. h th datati i it . trained by t automatic contrgl vol. 48, no. 6, pp. 988-1001, 2003.
arise when the adaptation of positions Is constraine y H?] D. P. Bertsekas and J. N. Tsitsiklis, “Comments on comtibn of

participants’ “native” ways of mentally representing cepts: groups of mobile autonomous agents using nearest neighles;EEE

a SQUARE will complete a set of points differently from a Transactions on Automatic Controkol. 52, no. 5, pp. 968-969, 2007.
M. J. Feiler and K. S. Narendra, “Simultaneous iderdtiien and control

. L 12]
_ClRC'jE_th'nk_er' A stable equilibrium corresponds '_[0 a Shade of time-varying systems,” irDecision and Control, 2006 45th IEEE
in which all differences that can be captured by native pagte Conference on IEEE, 2006, pp. 1093-1098.

have been removed by the interlocutors. [13] K. S. Narendra and P. Harshangi, “Unstable systemsiligta each
. . other through adaptation,” ilmerican Control Conference (ACC), 2014
In contrast to other learning schemes e.g. the Bayesian |ggg, 2014, pp. 7-12.

update rule we assume that speakers do not “switch” to tie] — “Unstable systems stabilizing each other througapation-part
other representation (i.e. from square to circle or vicesapr I In American Control Conference (ACC), 20151EEE, 2015, pp.

even as evidence supporting the other shape accumu'?—i@ﬁl C. Turner,Social influence. Thomson Brooks/Cole Publishing Co,

simply because they cannot access the other representation1991. _ _

using native building blocks. [16] J L. Freedman ar_1d S."C. Fraser, “Compllar_]ce wnhoms_mm: the foot-
in-the-door technique.’Journal of personality and social psycholegy
vol. 4, no. 2, p. 195, 1966.

REFERENCES [17] A. Tversky and D. Kahneman, “Judgment under uncemaihteuris-
tics and biases,” inJtility, probability, and human decision making
[1] H. P. Grice, “Logic and conversationl975 pp. 41-58, 1975. Springer, 1975, pp. 141-162.
[2] R. stalnaker, “Common ground[inguistics and Philosophyol. 25, [18] J. S. Bruner, “On perceptual readinesBsychological reviewvol. 64,
no. 5-6, pp. 701-721, 2002. no. 2, p. 123, 1957.
[3] H. H. Clark and C. R. Marshall, “Definite reference and malt [19] G.Radden, K.-M. Kopcke, T. Berg, and P. SiemuAdpects of meaning
knowledge,”Psycholinguistics: critical concepts in psychologwpl. 414, construction John Benjamins Publishing, 2007.
2002. [20] K. Koffka, Principles of Gestalt psychology Routledge, 2013, vol. 44.
[4] M. J. Pickering and S. Garrod, “Toward a mechanistic psyogy of [21] G. Fauconnier, “Conceptual blending and analogjtie analogical
dialogue,”Behavioral and brain sciencesol. 27, no. 02, pp. 169-190, mind: Perspectives from cognitive sciengp. 255-286, 2001.
2004. [22] R. L. Goldstone and L. W. Barsalou, “Reuniting perceptand concep-

[5] E. A. Schegloff, Sequence organization in interaction: Volume 1: A tion,” Cognition vol. 65, no. 2, pp. 231-262, 1998.
primer in conversation analysis Cambridge University Press, 2007,[23] M. Wertheimer, “Laws of organization in perceptual fs.” 1938.

vol. 1. [24] R. Axelrod et al, “The evolution of strategies in the iterated prisoners

[6] E. Goffman,Forms of talk University of Pennsylvania Press, 1981. dilemma,” The dynamics of normgp. 1-16, 1987.

[7] J. Heritage, “Conversation analysis and institutioteak,” Handbook of [25] M. Feiler, “An agent model of conversationProc. of the 17th Yale
language and social interactiompp. 103-147, 2005. Workshop on adaptive and learning syste2@15.

[8] J. J. Gumperz, “Mutual inferencing in conversatiomMutualities in [26] R. E. Schapire, Y. Freund, P. Bartlett, W. S. Leteal, “Boosting the
dialogue pp. 101-123, 1995. margin: A new explanation for the effectiveness of votingimoels,” The

[9] R. A. Zwaan and G. A. Radvansky, “Situation models in laage annals of statisticsvol. 26, no. 5, pp. 16511686, 1998.

comprehension and memoryPsychological bulletin vol. 123, no. 2,
p. 162, 1998.



